
[Dutta, 3(3): March, 2014]   ISSN: 2277-9655 
   Impact Factor: 1.852  

http: // www.ijesrt.com(C)International Journal of Engineering Sciences & Research Technology 
[1426-1432] 

 

IJESRT 
INTERNATIONAL JOURNAL OF ENGINEERING SCIENCES & RESEARCH 

TECHNOLOGY 
Stability Analysis of Metal Oxide Gas Sensors Using System Identification   

Nimisha Dutta 
Electronics and Communication Engineering, PhD, Tezpur University, India 

nimisha.dutta0@gmail.com 
Abstract 

   Metal Oxide semiconductor (MOS) gas sensors are thought to be the best to meet the present day technical 
and economical requirements. The poor selectivity of MOS sensors is improved by the consideration of temperature 
variation. In this paper, we have made the system identification and stability analysis of MOS gas sensors. Pulse 
modulation being a popular method of feature extraction of MOS sensors, optimization of parameters of pulse 
modulation becomes very significant. The selection of the sensor model that provides the most stable and desired 
sensor response is provided by the system identification technique. Hence the problem of choosing the best 
frequency and duty cycle of the temperature modulating signal of the MOS sensor is solved. The estimation of 
model parameters is done using iterative prediction-error minimization (PEM) method. Based on the sensor stability 
best suited transfer function was chosen for the MOS gas sensors, and then the sensors were operated at the 
respective best frequencies and duty cycles.  
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     Introduction 
 Metal oxide semiconductor (MOS) based 
gas sensors have been widely used in gas detection. 
Their advantages include low cost and high 
sensitivity along with disadvantages such as lack of 
stability and selectivity [1, 2]. Practically, several 
attempts have been made to overcome such 
drawbacks by using chromatographic columns to 
separate components, by operating at different 
temperatures [3]-[6], by choosing different burning-
in procedures, dopants, surface chemical 
modification [7]-[9] etc. By changing the operating 
temperature of the MOS sensors the response to a 
given chemical species alters. Many  authors have  
 
 
 
 
indicated that modulation of the sensor temperature 
[10]-[13] provides  more information  from a  single 
sensor than in isothermal operation, allowing 
improved research works in gas detection. The 
modulation of  temperature   changes    the  kinetics   
of  the  adsorption processes  that  take  place  at  the   
sensor  surface  while  detecting    reducing  or 
oxidizing species in the presence of atmospheric 
oxygen leading to the development of response 
patterns, which are the characteristic of the species 
being detected. It is desirable to operate the sensors at 
slow temperature cycles as it increases the duration 

of sampling times and hence allows the sensor to 
reach the stand point temperature which preserves the 
dynamic characteristics of the sensor. 
                                Previous research work of 
different groups have shown that the performance of 
almost all types of SnO2 sensors is sensitive to the 
temperature of operation [14,15]. The nonlinear 
dynamic response of a gas sensor changes 
characteristically depending on the concentration and 
chemical structure of gas molecules. Temperature 
variation approach, which compares and combines 
the results at different temperatures, is employed for 
the analysis and exploitation of the information from 
gas sensors by many of the researchers [14]-[16]. The 
main characteristic of these methods is the 
temperature modulation or dynamic measurement 
technique and thereby to improve the selectivity of 
the sensors. Many works have been carried on the 
advantage of temperature modulation on a ceramic 
metal oxide sensor at two different temperatures to 
detect the presence of carbon mono-oxide [17]-[19]. 
Researchers have also reported the temperature 
modulation using square wave to quantify hydrogen 
sulphide [20]-[21]. The discrimination between 
different gases, modulating patterns such as 
sawtooth, triangular and square was also applied to 
the sensors [22]. The sinusoidal variation in the 
temperature also enhanced the classification of 
different gases. A number of works on the cyclic 
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variations of the sensor heater voltage have been 
reported by many authors [23] and [24]. Although the 
results reached by such works are very promising, the 
selection of modulation frequencies used in all the 
previous works are based on trial and error procedure 
and there is no way to ensure that the frequencies 
used are optimal for each application or not.  
                     The identification of the mathematical 
baseline model of the sensor can help simulating the 
sensor dynamics for different arbitrary temperature 
functions and frequencies. The selection of the best 
function and the best frequency to achieve a stable 
dynamics that follow the concentration of the analyte 
will be an important optimization strategy of the gas 
sensor. The instability in the sensor dynamics of the 
baseline response is also transferred to the sensor 
response with odour stimulation. System 
identification through multilevel pseudorandom 
sequences and pseudorandom binary sequences [25], 
[26] has been done by researchers that enabled the 
selection of optimized modulation frequency. 
Temperature modulation being a popular method of 
feature extraction of MOS sensors, optimization of 
parameters of pulse modulation will be a remarkable 
strategy in this area. The analysis focuses on the 
system identification of MOS gas sensors that helps 
to overcome the problem of choosing the best 
frequency of the temperature modulating signal of the 
MOS sensor. In this work we have chosen a set of 
optimized frequencies for the first time in MOS 
sensors using system identification theory for sensor 
modeling and hence to find the most stable transfer 
function.   
 
System Identification Theory and Sensor 
Model Estimation 
System Identification 

The phenomenon of    system identification 
is the art of building mathematical models of 
dynamical systems using experimental data. It is an 
iterative procedure. The sensor model may be 
developed either from the physical model or from 
input output data. Since physical model is difficult to 
be derived we have used system identification 
technique. The measurement of the data can be done 
either in time domain or                                      
frequency domain and have single or multiple input-
output. The dynamic characteristics of time domain 
signals include rise time, response rate and overshoot 
rate. The inputs for time domain analysis is the 
impulse, step or ramp signals. System identification 
supports a wide range of linear and nonlinear models, 
including linear nonparametric models that estimate 
the impulse and frequency response at each time or 

frequency value, linear polynomial and state-space 
models, and nonlinear ARX structures. 
          The physical phenomenon of the sensor   
implies that the MOS sensor models rely on the 
mechanism of adsorption of gas molecules by the 
sensor film, under temperature modulation and then 
the change in the electrical conductance of the sensor 
material. Although, the above stages looks distinct, 
physically it is difficult to distinctly segregate the 
whole model into such distinct stages. This work 
focuses on the achievement of optimized temperature 
modulation based on the system identification 
technique and the best transfer function based on the 
sensor stability was obtained for the MOS gas 
sensors. 
Model Estimation 
        To find a model to relate input and output data 
sequences in the presence of measurement errors and 
with lack of knowledge about the physical 
phenomena that relate these data is a highly non-
unique, nontrivial problem. To overcome this 
problem, specific models, model sets, and 
parameterizations are introduced. System 
identification computation enables the estimation of 
linear and nonlinear mathematical models to fit input 
and output data from dynamic systems. A model of a 
system describes the system completely and helps 
simulation of the output of a system for a given input 
and analyzes the system's response. System 
identification is applicable to a wide range of linear 
and non-linear models, including linear non-
parametric models that estimate the impulse and 
frequency response at each time or frequency value, 
linear polynomial and state-space models and non-
linear ARX structures. The nonlinear system 
identification of dynamical systems involves 
structure selection, input sequence design, noise 
modeling, parameter estimation and model 
validation.  
            The Linear Time Invariant (LTI) model in our 
case implements the continuous time, discrete time, 
state space, transfer function and zero-pole gain 
model conversions. The model estimation of is done 
using iterative prediction-error minimization (PEM) 
method. This prediction error is the difference 
between the output of the system as would be 
predicted by the model and the actual measurement. 
State-space models 

 In the state space form, the relations 
between the input, noise and output signals is 
represented as a system of first-order differential 
equation using an auxiliary state vector x(t). In 
continuous time, the modeling normally leads to a 
representation such as- 
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( ) ( ) ( )x t Fx t Gu t= +&         (1)  

 
where F and G are the matrices of proper dimensions. 
Since the system identification has been performed 
from the discrete data of input-output, the discrete 
state space model is more relevant than continuous 
time model. The discrete state-space model is given 
by: 
 

( ) ( ) ( )x KT T Fx KT Gu KT+ = +        (2) 

 
where K is the sampling instant and T is the sampling 
interval. 
Transfer function stability= 
                 The transfer function of an LTI system is 
defined as the ratio of the Laplace transform of the 
output (response function) to the Laplace transform 
of the input (driving function), provided all the initial 
conditions are zero. Let ( )tη  be the measurements 

that would lead to ideal, noise-free sensors given by- 
 

( ) ( )t Hu tη =           (3) 

 
where the transfer function H in Laplace domain can 
be represented using state-matrices as- 
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and it can be reduced to a form, 
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Further the z-transform of the LTI model can be 
represented as- 
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         When the sensor temperature is modulated, the 
complicated response transients are considered to be 
related to different reaction kinetics of the gas 
molecules. At low temperatures mainly surface 
reactions occur while at high temperatures bulk 
reactions between point defects in the semiconductor 
lattice and gaseous oxygen molecules occur. In both 
cases, the adsorption at active sites occurs first 
followed by some catalytic reactions. The oxygen 
adsorbates are partly consumed by oxidation of target 
gases on the semiconductor surface during the static 
measurement. The amount of chemisorbed oxygen 
decreases and hence the conductance increases, 

hence, changing the resistance change of MOS 
sensors which shows that the concentration of 
chemisorbed oxygen changes at the grain boundary. 
In the adsorption process the conductance increases 
with decrease in the concentration of chemisorbed 
oxygen.  
                  The dynamics of the sensor is greatly 
influenced by the frequency and duty cycle of the 
pulse temperature signal. This is because of the fact 
that the time for the reaction kinetics should match to 
the time for the sensor heating process. Fig 1 (a) and 
1 (b) shows two distinct patterns of sensor responses 
where in (a) the sensor behaves as in transient mode 
with an overshoot before coming to a stable and 
equilibrium response level of 0.02 volt, whereas in 
(b) the sensor response is fairly stable. In this work 
the we have derived eight different sensor model 
equations for the pulse frequencies of 10mHz, 
40mHz, 80mHz and 120mHz at duty cycles of 50% 
and 75% in each case. The stability of the models has 
been verified by calculating the overshoot percentage 
and from the pole-zero plots. This analysis shows that 
the sensor models can be chosen with the best 
dynamic performance based on stability analysis 
hence determining the corresponding best frequency 
and duty cycle. The work focuses on the derivation of 
various transfer functions under stable and unstable 
modes by PEM technique in MATLAB. 
 

 
 

Fig 1. Sensor response on pulse temperature modulation 
(a) Unstable response for TGS-822 with overshoot (b) 

Stable response for TGS-2611. 
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Experimental 
Measurement and set-up 

     The experiment was performed on two MOS 
gas sensors (TGS-822 and TGS-2611). The dynamic 
analysis was conducted for different pulse 
modulating temperature without applying any gas to 
analyze the baseline response and stability of the 
sensors. The heater voltage modulation patterns 
(frequency and duty cycle) of the sensors were 
controlled by a PC through a Data Acquisition card 
(PCI6024E, National Instruments) and LabVIEW. 
The analog output of the card was applied to the gate 
of a MOSFET which supplies the modulating voltage 
to the sensors. Therefore, the heater voltage +VH 
accordingly followed the pulse signal to excite the 
sensor. The baseline sensor response was interfaced 
to the PC through the DAQ card. Two diaphragm 
pumps controlled by the PC through a driver circuit 
consisting of relays and transistor switches was used 
to direct clean air into the sensor head block through 
teflon pipes. The ‘purging’ and ‘refreshing’ sequence 
was controlled with proper time duration through the 
DAQ card by the PC using LabVIEW programming. 
The sensors were kept inside a chamber away from 
interfering gas so that the baseline is established with 
clean air. Before each run of data acquisition, the 
baseline was verified and when found deviated, it 
was corrected by purging in clean air ensuring that 
the sensor baseline settles to a fixed level without any 
interfering gas.    
       At first, the sensor temperature was pulsed 
at different frequencies of 10mHz, 40mHz, 80mHz 
and 120mHz and duty cycles of 50% and 75% duty 
cycles to generate the sensor responses. The 
frequency was selected based in a trial and error 
procedure. The sensor signals were acquired at a 
sampling frequency of 1 kHz. The stability analysis 
was performed based on the system identification 
technique and the frequency and duty cycle was 
determined for which the transfer function was most 
stable.  
   
Results and Discussions 

 The output response for square input pulse 
for sensor TGS-822 at four different temperature 
pulse frequencies is shown in Fig. 2. The input-
output signal data obtained from the sensor response 
are then quantified by the system identification 
process. The model estimation is done by the system 
identification technique and the stable transfer 
function is determined based on the pole zero plot 
and the overshoot percentage. By applying the 
respective best frequencies and duty cycles to the 
sensors the classification of different samples were 

done and the classification percentage before and 
after the optimal frequency modulation was found.  
Transfer function determination 
         The transfer function is determined from the 
input pulse voltage and the output response. To 
ensure the accuracy of the estimated transfer 
function, a comparison is made between the 
simulated and the measured sensor output response. 
The model is selected on the basis of PEM method. 
The comparison between the simulated and the 
measured results of are done. The system 
identification gives us a transfer function of the 
sensor model in z-domain with a higher order 
approximation, however the model can be reduced to 
a lower order approximation say to order 2 or 1. 
Based on the pole-zero plots and the overshoot 
percentage, the best transfer function is selected. 
Fig.3 shows the pole-zero diagrams of the transfer 
function and Fig.4 with zoomed visualization. As can 
be seen all the poles lie strictly inside the unit circle. 
The distance of the poles from the unit circle is 
calculated from the transfer function and is tabulated 
in Table 1.     
        Another criterion for choosing the stable 
transfer function is the overshoot percentage 
calculated from the step response (Fig. 5) of the three 
sensors. As shown in the table, the optimal frequency 
and duty cycle obtained for the two sensors were 
2mHz and 50% duty cycle and 1mHz and 50% duty 
cycle respectively. It can also be seen that as the 
frequency increases, the stability decreases. Hence, 
the sensors are more stable at lower frequencies. 
 
 

 
Fig. 2 Sensor response at four different 

frequencies of 2mHz, 3mHz, 4mHz and 5mHz 
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Fig. 3(a). Pole-zero plot of transfer function of 
sensor TGS-2611in z-domain at 2mHz and 50% 

duty cycle. 
 

.
Fig. 3(b). Pole-zero plot of transfer function of 
sensor TGS-822 in z-domain at 1mHz and 50% 

duty cycle. 
 

Fig. 4(a). Zoomed part of the pole-
transfer function of sensor TGS-2611 in z

at 2mHz and 50% duty cycle
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zero plot of transfer function of 

domain at 2mHz and 50% 

 
zero plot of transfer function of 

domain at 1mHz and 50% 

 
-zero plot of 

2611 in z-domain 
at 2mHz and 50% duty cycle 

Fig. 4(b). Zoomed part of the pole
transfer function of sensor TGS

at 1mHz and 50% duty cycle.
 
Table 1. Transfer function model parameters of the 

MOS sensors for different frequencies and duty 

cycles (The stable model parameters are shown in 

bold): 

 

Fig. 5(a). Step response of sensor TGS
and 50% duty cycle.
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Fig. 4(b). Zoomed part of the pole-zero plot of 

transfer function of sensor TGS-822 in z-domain 
at 1mHz and 50% duty cycle. 

Transfer function model parameters of the 

MOS sensors for different frequencies and duty 

cycles (The stable model parameters are shown in 

 

 
Fig. 5(a). Step response of sensor TGS-2611 at 1mHz 

and 50% duty cycle. 
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Fig. 5(b). Step response of sensor TGS-822 at 2mHz and 

50% duty cycle. 
 

Conclusions 
In this paper a study aimed at the selection 

of optimized frequencies and duty cycles based on 
system identification technique is presented. The 
method is applied to study the stability of MOS based 
gas sensors and the transfer function determination 
based on the pole-zero plot and the overshoot 
percentage. The frequencies and duty cycles at which 
the transfer function was most stable for TGS-2611 
and TGS-822 was determined as 2mHz and 50% and 
1mHz and 50% respectively.  
           It is seen that the system identification 
technique could effectively find the modulation 
frequencies at which the system is most stable which 
could be further applied for gas analysis applications. 
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